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Abstract 

In seismic hazard analysis ground motion prediction equations (GMPEs) play a pivotal role. For that reason, 

there are many such GMPEs available for different regions. However, GMPEs provide elastic spectral quantities 

or other ground motion intensity measures. They do not give any temporal waveform information of ground 

motions, which is needed for carrying out nonlinear time-history analyses in order to obtain statistical estimates 

for the structural response. Nevertheless, hazard posed at a given site is usually characterized by elastic spectral 

quantities from a suitable GMPE. However, no methods are presently available to get ensemble of simulated 

motions strictly compatible to any target GMPE so that the detailed statistical analysis directly at the response 

level can be carried out while still being consistent to the hazard posed at that site. A new method is proposed 

here to characterize the time-frequency characteristics of ground motions via instantaneous energy arrival of 

wavelet coefficients. Further, the energy arrival patterns are extracted from ground motions corresponding to 

different magnitudes, source to site distances and local site conditions, and a scaling model for energy arrival 

pattern based on seismological parameters is developed. Thus, energy arrival patterns for a given seismic 

scenario are estimated considering their inherent uncertainty and using a proposed reconstruction procedure an 

ensemble of ground motions for that scenario is simulated. It is found that the median of the linear spectra 

obtained from such a simulated ensemble is comparable with that obtained independently from a GMPE 

developed for the same ground motion database. A new method is also proposed by which the energy arrival 

curves are modified such that the median and standard deviation of linear spectra obtained from the simulated 

ensemble will closely match those from the target GMPE. In the present study a scaling model for pseudo 

spectral velocity (PSV) spectrum for 5% damping is considered as the target GMPE. The GMPE-compatible 

ensemble is found to be in good agreement with the PSV scaling model in terms of median and standard 

deviation of response spectra. It is further found that the same GMPE-compatible ensemble, developed for 5% 

damping PSV spectrum, remains naturally consistent with PSV scaling models developed for a wide range of 

damping ratio provided, all the PSV scaling models are developed using the same ground motion database. 

Keywords: Wavelet Coefficients, Energy Arrival, Amplitude Modulation, Scenario-Specific, GMPE-Compatible 
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1. Introduction 

Ground motion prediction equations (GMPE) give the seismic hazard at a site for specific hazard parameters. 

The hazard parameters are usually spectral quantities like spectral acceleration (SA), pseudo spectral velocity 

(PSV) [1, 2], or sometimes other intensity measures like peak ground acceleration (PGA), strong motion 

duration (SMD) [3]. Detailed nonlinear time-history analysis is often required in the earthquake resistant design 

of structures to check the design adequacy [4, 5]. If the adequacy is intended to be checked with a level of 

confidence, then a statistical estimate is necessary for the nonlinear response, which is not provided by the 

GMPEs. Nevertheless, ground motions that are consistent to the site-specific GMPE should only be considered 

for the nonlinear analysis so that the check for structural adequacy corresponds to the hazard posed at the site. 

Recently Yamamoto and Baker [6] proposed a method for ground motion simulation using wavelet packet 

transform where the simulated motions for a chosen seismic scenario conform to a GMPE, when the latter is 

developed using the same dataset that has been considered for the simulation. Vetter et al [7] recently proposed a 

tuning method that makes stochastically simulated motions consistent with any target GMPE in terms of the 

median level prediction. Other studies are also available where ground motions are selected such that they 

closely emulate the statistics of scenario specific response spectra as predicted by a target GMPE [8, 9, 10]. 

Stochastic simulation based on frequency dependent amplitude modulation, as an approximation for a more 

general Priestly process [11] can be regarded as simple and yet quite effective. Conte and Peng [12] proposed a 

parametric model for frequency dependent unimodal amplitude modulation for generating simulated samples for 

the process of a recorded motion based on Priestley process assumption. Das and Gupta [13] proposed a wavelet-

based methodology to extract frequency dependent unimodal amplitude modulations and to simulate a scenario-

specific motion under a deterministic framework for the recording process. Iyama and Kuwamura [14] proposed 

a wavelet-based methodology to characterize the temporal features of earthquake ground motions via frequency 

dependent normalized S-shaped energy arrival curve, Fourier spectrum and frequency-wise predominant time. 

Till date, there is no technique available that can extract the hidden frequency dependent modulation of a 

recorded motion non-parametrically via a frequency dependent ground motion intensity measure. This intensity 

measure can be estimated using a scaling relationship that can be used to simulate scenario specific ensemble of 

ground motions under a probabilistic framework. The estimated modulations can be then tuned to generate 

GMPE-compatible ensemble, which will emulate the statistics of a target GMPE. 

In the present study, an attempt is made to simulate scenario specific motions with realistically varied 

time-frequency characteristics. Any recorded ground motion is first transformed into the wavelet domain and the 

temporal features of the ground motion are characterized by the frequency dependent (level-wise) amplitude 

modulation, derived from the frequency dependent instantaneous energy arrival of wavelet coefficients. Then a 

method is developed to generate samples for the recording process using the extracted modulations along with 

random samples of narrowband-limited white-noise signal corresponding to different frequency bands. Further, 

an attenuation relationship is proposed for the level-wise energy arrival curve via seismic scenario defining 

parameters. The scenario dependent estimated energy arrival along with the variations is directly used for the 

generation of scenario-specific different ground motion samples. Finally, a new algorithm is proposed to modify 

the estimated level-wise energy arrival such that the scenario-specific simulated ensemble becomes compatible 

with a target PSV scaling model, both in terms of median estimates and standard deviations. The results of the 

current study will provide GMPE-compatible ground motions using which any nonlinear response quantity can 

be statistically analyzed. 

2. Stochastic characterization of ground motion 

Wavelet analysis is very useful for characterization of fully nonstationary ground acceleration process because 

wavelet coefficients capture adequate information about both time and frequency description of a motion. In the 

present study, the modified Littlewood-Paley (L-P) wavelet basis as proposed by Basu and Gupta [15] has been 

used because these level-wise wavelet basis functions are strictly narrowband-limited in frequency domain. A 

brief review of the wavelet transform with essential details is provided next for the sake of completeness. 
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2.1 Mathematical Background on Wavelet Transform 

Any finite energy signal,	����, can be transformed into wavelet domain and reconstructed back from there by 

using the wavelet transformation and the inverse wavelet transformation, respectively. The continuous wavelet 

transformation of ���� is defined with respect to a real wavelet basis, ��,	���, as 

 
����, 
� � 	 〈�, ��,	〉 � � ������,	���d�
�
��

 (1) 

where, 

 ��,	��� � 	 1
�� �⁄ ��� � 


� � (2) 

and ���� is called the mother wavelet. 

Here,	� � 0, the scale parameter, controls the frequency content of the dilated wavelet basis, and 
	 ∈ 	�, 

the shift parameter, localizes the basis at � � 
. The function ���� can be reconstructed back from the wavelet 

coefficients, 
����, 
�, as 

 		���� � 1
2!"�� � 1

��
����, 
�
�
��

�
��
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In Eq. (4), �$�%� is the Fourier transform of the basis function, ����, defined as 

 �$�%� � 	 1
√2!� �����

��
)�*+,d� (5) 

In the present study, the modified L-P wavelet basis is used, for which the mother wavelet is defined as 

 	���� � 	 1
!√- � 1

sin�-!�� � sin	�!��
�  (6) 

with - taken as 2� 1⁄  [15]. On discretizing and taking �2 � -2, where 3 is the index of (dilation) level, the 

wavelet coefficient corresponding to 3th level is expressed by 

 
��6�2, 
7 � 	 〈�, ��8,	〉 � � ������8,	���d�
�
��

 (7) 

Further, 
��6�2, 
7 has energy in the period band (2�2 -⁄ , 2�2)s and it can be considered as a 

narrowband signal in 
. Typically, 
��6�2, 
7 looks like an amplitude modulated signal of pseudo period 92 (�0.5�2�2 -⁄ < 2�2�). A total number of 32 levels are considered with 3 � 	�21	to	10, so that 
����, 
� 	��∑ 
��6�2, 
7�>2?��� � spans over the period band (0.044-11.32)s which is sufficient for any earthquake signal. 

Further, for practical purpose of reconstruction, it is sufficient to consider a range for 
 which will start 12 s 

before the beginning of a signal and end 12 s beyond the endpoint of the signal. It may be noted that, any level-

specific reconstructed motion, �2��� (obtained by inverse transform of 
��6�2, 
7 only without summation 

over	3), from any Gaussian white-noise signal becomes a band-limited Gaussian white-noise within the narrow 

period range (2�2 -⁄ , 2�2)s. 
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2.2 Stochastic Simulation of Ground Motions 

A random nonstationary process, @���, like earthquake ground motion process can be modelled as Priestley 

process [11]: 

 	@��� � 	� A��, %��
��

)*+,BCDDDD�%� (8) 

where, A��, %�is a frequency dependent deterministic slow varying amplitude modulation and BCDDDD�%� is a 

stationary orthogonal incremental process. Hence, it can be inferred that a nonstationary signal, ����, for the @��� process can be simulated using several narrowband-limited white-noise signals and different deterministic 

slow varying amplitude modulations, specific for the corresponding frequency bands as [12] 

 ���� � 	EA2���F2���
2

 (9) 

where, A2��� is the deterministic amplitude modulation specific to the 3th frequency band and F2��� is the 

corresponding band-limited white-noise signal. It should be mentioned that all piece-wise frequency bands are 

disjoint and exhaustive over the entire frequency range of	����. Since, the Priestley process assumption equally 

holds good in wavelet domain [16], Eq. (9) is also applicable for the wavelet coefficients. Hence, different 

samples for the observed 
��6�2 , 
7 process can be generated as 

 
G��6�2, 
7 � 	H2�
�F2�
�		; 	∀3 (10) 

where, H2�
� is the hidden deterministic amplitude modulation of the 
��6�2 , 
7 process and F2�
� is a random 

sample of a narrowband-limited Gaussian white-noise with period range (2�2 -⁄ , 2�2)s. H2�
� can be extracted 

from the smoothed form of energy arrival curve, KLM �
�, of wavelet coefficients and its normalized shape is found 

to be proportional to NdKLM �
� d
⁄  for various observed wavelet coefficients. H2�
� is therefore proposed as 

 H2�
� � O2 PdKLM �
�d
 Q
R
S
 (11) 

where O2 is the unknown level-dependent proportionality constant. The normalized shape of H2�
� is used for the 

simulation of wavelet coefficient and the total energy of the simulated wavelet coefficient (see Eq. 10) is 

matched with that of the observed one. Hence, there is no need to know O2 explicitly once 
G��6�2, 
7 (from 

Eq.(10)) is suitably scaled. For 3 � 7	to	10, Eq. (11) does not produce good results because the pseudo periods 

of the wavelet coefficients in those bands are long enough not to capture their modulation within the duration of 

recorded motions [13]. H2�
�s for the last four levels are assumed to be constant along 
, which is not a serious 

limitation as the energy associated with each of these levels is usually very small. 

In the present study, F2�
� that is considered as a narrowband-limited Gaussian white-noise signal usually 

exhibits beat-like phenomenon by forming many prominent slow varying loops of varying amplitude (like what 

is exhibited by wavelet coefficients of a recorded motion). Hence, proper localization of F2�
� needs to be done, 

before applying in Eq. (10), else, most of the samples will not impart the observed amplitude modulation. During 

localization, a tolerance is allowed on either side of the largest peak of H2�
�where a peak of a slow-varying loop 

of F2�
�, lying above 2 x root-mean-square (r.m.s.) threshold, can randomly lie. The tolerance is made equal to 

92 arbitrarily to add some desired variability among the random samples. The threshold of 2 x r.m.s. is chosen, 

arbitrarily, to avoid relatively small amplitude loops getting aligned with the peak of the modulation, otherwise, 

it will dilute the amplitude modulation in most of the samples. Fig.1(a) shows a schematic diagram explaining 

the method of generation of sample wavelet coefficients. Fig.1(b) shows the wavelet coefficient of a recorded 

motion (recorded during the main event at station C041 along east-west direction) for	3 � �7, a simulated 
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sample of wavelet coefficient using the proposed localization, and a simulated sample of wavelet coefficient 

without any localization constraint for the same level. Extracted modulation (properly scaled) of the wavelet 

coefficient of the recorded motion is shown in the figure. It is clear from the figure that the simulated sample 

using the proposed localization preserves the hidden modulation whereas the one without localization restriction 

fails to capture the amplitude modulation of the recorded wavelet coefficients. By taking the wavelet inverse 

transform of 
G����, 
�	�� 	∑ 
G��6�2, 
7�>2?��� � using Eq. (3), a random sample for the recorded motion 

process is generated. 

 

 

(a) (b) 

Fig. 1 – (a) Schematic Diagram for the proposed Localization Technique and (b) Recorded Wavelet Coefficient 

(with modulation shown in dotted line) at Station C041 along with Simulated Wavelet Coefficients using 

different Schemes, all for 3 � �7 

2.3 Validation of Sample Generation Specific to a Recording Process 

For validation, a motion recorded during the 1999 Chi-Chi main event at station C041 along east-west direction 

is chosen and its normalized amplitude modulations are extracted and 500 samples of ground motions are 

simulated. PSA spectra for 5% damping ratio of the 500 ground motion samples are computed. Fig.2 shows 5, 50 

and 95 percentiles and minimum and maximum spectra and the PSA spectrum of the recorded motion. It can be 

observed that the minimum and maximum levels of response are able to capture the recorded trend quite 

satisfactorily. More importantly, the variations of spectral response among simulated samples (measured by the 

separation of confidence bands) along period are very much comparable with what can be expected had the 

samples been generated using strictly Priestley process based simulation (see [12]). Hence the inter-sample 

variability is not actually compromised at the response level by imposing localization of narrowband-limited 

white-noise and level-wise total energy matching. The recorded motion and two simulated random samples are 

shown in Fig.3. It is clear from the figure that the temporal features of random samples have adequate variability 

such that neither they look identical nor they look completely different from the recorded signal. 

3. Scenario-based Energy Arrival Scaling Model 

Ground motions specific to a seismic scenario can be generated by knowing energy arrival patterns KLM �
� for that 

scenario. A scaling model for KLM �
� based on seismological parameters is developed using energy arrival 

patterns KLM �
� extracted from the recorded ground motions. Hence, a scenario-specific energy arrival can be 

estimated along with its aliatory uncertainty. The uncertainty will arise because which particular recording 

process a scenario might represent is inherently random. Scenario specific ensembles of motions will, therefore, 

exhibit varied frequency dependent amplitude modulations resulting from different recording processes. The 

scaling relationship for KLM �
� is considered as 

 ln WKLM �
�X � 	��,2�
�Y <	��,2�
�lnΔ <	�[,2�
�\ <	�1,2�
�		; 	∀3 (12) 
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where, Y is the local magnitude, Δ is the representative source-to-site distance due to Trifunac and Lee [17, 18], \ is the indicator parameter for local site conditions (\= 0, 1 and 2 for soft soil, stiff soil and rock, respectively). 

The representative distance Δ takes the finite source dimension into account and in general depends on Y, 

epicentral distance (]), focal depth (^), time period of seismic wave and shear wave velocity of local site (180 

m/s, 270 m/s, 850 m/s  for \= 0, 1 and  2, respectively). 

 

Fig. 2 - Recorded PSA Spectrum along with PSA Spectra for different Levels of Confidence from Simulation 

 

Fig. 3 - Comparison of the Chi-Chi Motion Recorded at Station C041 along East-West Direction and Two 

Random Samples 

The database for the regression analysis comprises north-south component of main shock (93 number of 

recordings) and aftershocks of magnitude 5 and above (394 number of recordings) during the 1999 Chi-Chi 

earthquake [19, 20]. These aftershock records are chosen such that all recordings are within 50 km of the 

corresponding epicentral distance (with acceptable signal to noise ratio). The main shock recording at a station is 

considered only if at least one aftershock recording is chosen for the station, otherwise, the majority of epicentral 

distances of main shock from the respective recording stations would be higher than 50 km and the distant 

motion prediction may get biased towards the main shock. The maximum value of 
 is taken as 100 s for all the 

records to maintain uniformity irrespective of their recorded length. The minimum value of 
 is considered to be 

-12 s. It is understood that smaller records will converge to its 100% energy arrival for a smaller value of 
 than 

a lengthy record. Further, for estimation of regression coefficients 
 is discretized every 0.02 s of interval. 

Maximum likelihood method [21] is used to carry out the regression analysis and the error, _2�
�, in the scaling 

model is defined as 

 _2�
� � ln WKD2�
�X � ln WK$2�
�X		; 	∀3 (13) 

where, K$2�
� is the estimated (smooth) energy arrival using Eq. (12) via estimated smoothened regression 

coefficients. Further, _2�
� is a normal variate with mean zero and standard deviation -2�
�. 
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The coefficient ��,2�
� is positive for all values of 3and	
, similarly ��,2�
� and �[,2�
� are found to be 

negative throughout. This shows the soundness of the coefficients because energy arrival should increase with 

increasing earthquake magnitude and decrease with increasing source-to-site distance and also the energy arrival 

should increase in presence of soft soil due to local site amplification. All regression coefficients for 3 ��12	and	3 � �4 are shown in Fig.4 as example. The variation of the regression coefficients along 
 affects the 

change of shape of the energy arrival pattern which in-turn affects the level-wise SMD, defined as the duration 

corresponding to the central 90% level-wise energy arrival [3]. These SMDs obtained from K$2�
� have been 

found to increase with increasing magnitude and distance, and decrease if local site changes from soft soil to 

rock type; a fact that further validates the soundness of the coefficients. 

 

Fig. 4 - Regression Coefficients for ln�KD2�
�� in the Cases of Levels 3 � �12 (solid line) and 3 � �4 (dotted 

line) 

4. Generation of Scenario specific ensemble of ground motions 

For a given scenario, the predicted energy arrival pattern for any level 3 will have some inherent uncertainty as 

discussed before. The prediction error depends only on one parameter -2�
�, the level-wise standard deviation of 

_2�
�. Hence, the bth sample for the level-wise energy arrival for a given seismic scenario can be modelled as 

 ln WK$*,2�
�X � ln WK$2�
�X < c*-2�
�		; ∀	3 (14) 

where, c* is the sample specific realization of a standard normal variate. c* is made level independent so that the 

time-frequency characteristics of a simulated motion from K$*,2�
�s remain realistic, otherwise only one or a few 

narrowband waves can dominate the simulated motion � a phenomenon that has never been observed in the 

recorded data set. Further, the standard deviation of _2�
� is smoothened along 
 before applying in Eq. (14) so 

that the extracted H2�
� remains slow varying. Even though K$*,2�
� should be a non-decreasing function of	
, 

some local anomaly may arise occasionally where the energy arrival curve is expected to be quite flat. To rectify 

this local anomaly, K$*,2�
� is forcefully made non-decreasing by replacing any local depression with horizontal 

trend. From the K$*,2�
�s, ground motions are simulated by the same method discussed in Section 2.2. 

It is interesting to see if the samples generated by the above method can represent the expected trend. For 

this purpose the median trend of response spectra, obtained from different scenario specific ensembles, have 

been compared with those obtained directly from a GMPE developed using the same database. The regression 

coefficients of a PSV scaling model is obtained using the maximum likelihood method [21], and the 

mathematical form of the scaling model is chosen as 

 ln6d\H�9�7 � 
��9�Y < 
��9� ln Δ <	
[�9�\ < 
1�9� (15) 

through the same independent parameters as considered for modelling KD2�
�. The error in estimation of the 

scaling model is defined as 

 _efg�9� � ln�d\H�9�� � ln�d\Hh �9�� (16) 
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where, ln�d\Hh �9�� is the estimated PSV using Eq. (15) through estimated smooth regression coefficients. 

Further, _efg�9� is normal variate with mean zero and standard deviation -efg�9�. 
For the numerical comparison, 500 ground motion samples are generated for two hypothetical seismic 

scenarios – Scenario 1 (Y	 � 	5.5, ]	 � 	30	km, ^	 � 	10	km, \	 � 	1) and Scenario 2 (Y � 	7.3, ]	 �	50	km, ^	 � 	10	km, \	 � 	0). The values for Δ are computed accordingly [17, 18] for the two scenarios. Fig.5(a) 

shows the median estimates of PSV spectra from samples and the median estimates from PSV scaling model for 

the two scenarios. It can be seen from the figure that the median estimates of the PSV spectra from simulated 

ensemble are in reasonable agreement with the median estimates from the PSV scaling model. 

The standard deviation of ln d\H�9� for the simulated ensemble is obtained so that it can be compared 

with -efg�9� of PSV scaling model and are shown in Fig.5(b). The uncertainties of PSV spectra separately 

obtained from a PSV scaling model and from a scenario-specific ensemble are not compatible with each other. 

The PSV model is regressed using one data per seismic scenario, and hence, the inherent uncertainty is 

computed considering all scenarios. For the same reason the aliatory uncertainty of a GMPE is essentially 

scenario independent. For the scenario specific ensemble, there are two types of uncertainty; (i) recording 

process represented by the scenario is uncertain, (ii) level-wise sample of a given recording process is uncertain. 

Also due to positive or negative interference of different decomposed waves in the composite ground motion, 

there is additional variability. These all make the variability of PSV spectra among an ensemble not only 

scenario dependent but also higher than that directly obtained from the PSV model. It is clear that the trends of 

standard deviations along period are quite similar in all the cases, though their values corresponding to the 

ensembles are different for different scenarios. 

  

(a) (b) 

Fig. 5 - Comparison of (a) Median Spectra and (b) Standard Deviations of PSV spectra obtained from the 

Simulated Ensembles and from the PSV Scaling Model for Two different Scenarios 

Two random samples each for Scenario 1 and Scenario 2 are shown in Fig.6. The samples for each 

scenario show variabilities in the temporal features and the strength, as expected. The median SMD of 500 

samples for Scenario 1 is 21.95 s and that for Scenario 2 is 40.09 s. This shows that the median SMD of an 

ensemble is following the expected trend with respect to seismic scenario, because SMD for a smaller and nearer 

event (like Scenario 1) is likely to be smaller than that for a larger and farther event (like Scenario 2).  



16th World Conference on Earthquake, 16WCEE 2017 

Santiago Chile, January 9th to 13th 2017  

9 

  

(a) (b) 

Fig. 6 - Two Arbitrarily Selected Random Samples for (a) Scenario 1 and (b) Scenario 2 

5. Generation of GMPE-compatible ensemble of ground motions 

The simulated ensemble of ground motions have varied time-frequency characteristics which can provide a 

platform for scenario specific nonlinear response statistics, provided median estimate of spectral response along 

with its variability match with those of a target GMPE. A new algorithm is hence developed wherein the 

estimated energy arrival K$2�
� and the model uncertainty -2�
�		∀3 are modified such that a scenario specific 

ensemble becomes compatible to any target GMPE, both in terms of median estimate and standard deviation. To 

facilitate the generation of GMPE-compatible ground motions, Eq. (14) is modified as follows: 

 ln WK$*,2�
�X � 	 ln WK$2�
�X < ln�l�,2� <	l�,2c*-2�
�		; 		∀	3 (17) 

Here, l�,2is a level-wise factor used to scale up/down the total energy such that the median PSV of the simulated 

motions matches with that of the target PSV model and, l�,2 is another level-wise factor used to scale up/down 

-2�
� such that standard deviation of the PSV from the simulated motions matches (with some tolerance) that of 

the target one.  

To demonstrate this GMPE-compatibility method, 200 motions are simulated using Eq. (17) and the same 

PSV scaling model as in Eq. (15) is used as the target, arbitrarily. The tuning algorithm will work for any target 

PSV model other than the one developed using the same database. However, the simulated compatible ensemble 

will have the scenario dependent temporal features corresponding to the database used for the development of 

energy arrival scaling model and not corresponding to the database using which target GMPE is developed. 

Fig.7(a) and 7(b) show the results for the same quantities as shown in Fig.5(a) and 5(b), respectively, with only 

exception that the GMPE-compatible case is added to them. Further, Fig.8 shows the PSV values corresponding 

to different confidence levels from the ensembles for Scenario 2 along with the theoretical estimates from the 

PSV scaling model (from d\Hh �9� and -PSV�9�). It can be seen that, proposed simulation technique naturally 

matches the distribution of PSV from GMPE-compatible ensemble with that of the target PSV model when only 

median and standard deviation are targeted. This is because both the regression models for PSV and energy 

arrival curves follow Gaussian distribution for aliatory uncertainties. Such an acceptable match of distribution is 

also achieved, from the same ensemble, when PSV models are developed for damping ratios ranging from 2% to 

10%. It may be noted here that PSV and PSA differ only by a constant factor for a specific time period and 

hence, the period specific statistics of them are having one to one correspondence and in logarithmic scale their 

standard deviations are identical. Thus, the proposed simulation technique is equally applicable with PSA scaling 

model with identical quality of match. 

It will be interesting to study the statistics of nonlinear response using the scenario-specific ensemble 

(without GMPE compatibility) and GMPE-compatible ensemble for the same scenario. For nonlinear analyses, 

an elasto-perfectly-plastic (EPP) oscillator with yield force @p, and yield displacement qp are used. For damage 

characterization, ductility demand and normalized hysteresis energy (normalized by @pqp) are believed to be two 
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important parameters. For that reason the constant ductility PSA spectrum with (ductility demand) r	 � 	4 and 

the corresponding normalized hysteresis energy spectrum are considered as the two nonlinear response quantities 

for the purpose of comparison. Fig.9(a) and 9(b), respectively, show the nonlinear PSA spectra and the 

normalized hysteresis energy spectra corresponding to different confidence levels for the scenario-specific and 

GMPE-compatible simulated ensembles in the case of Scenario 2. As expected, the distribution of any nonlinear 

response in the case of scenario-specific ensemble is different from that in the case of GMPE-compatible, though 

their variation along initial period of EPP oscillators is very similar. Moreover, the difference of distribution in 

the case of normalized hysteresis energy is not very significant. Further, for higher confidence level the constant 

ductility spectra from the two different ensembles are coming close to each other especially for initial periods 

beyond 0.3 s. This suggests that the proposed methodology to obtain scenario-specific ensemble, without tuning 

to any GMPE (developed for the same region), can produce hazard-consistent statistical estimate for damage 

estimation associated with higher level of confidence. 

  

(a) (b) 

Fig. 7 - Comparison of Median PSV Spectra and Standard Deviations obtained from Scenario-Specific and 

GMPE-Compatible Ensembles for Scenario 2 

 

Fig. 8 - Comparison of different Percentile PSV Spectra obtained from GMPE-Compatible Ensemble and PSV 

scaling model for Scenario 2 
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(a) (b) 

Fig. 9 - Comparison of (a) different Percentile Nonlinear PSA Spectra and (b) different Percentile Normalized 

Hysteresis Energy Spectra obtained from Scenario-Specific and GMPE-Compatible Ensembles for Scenario 2 

 

6. Conclusions 

A new method for simulation of process-specific ground motions has been developed using level-wise 

instantaneous energy arrival of wavelet coefficients. It has been found that simulated motions for a specific 

recording process capture the temporal characteristics of the recorded motion and also give desirable sample to 

sample variability at the linear response level. Then a scaling model has been developed for the energy arrival 

curve in terms of seismological parameters to produce scenario-specific ensemble of accelerograms. The median 

estimates of PSV of the ensemble are found to be comparable with those directly obtained from the PSV scaling 

model. Finally, a new algorithm has been proposed to modify the estimated energy arrival curves so that the 

simulated ensemble produces medians and standard deviations of PSV same as those of the target. The GMPE-

compatible ensemble is found to be in good agreement with PSV scaling models developed for a wide range of 

damping ratio. The proposed methodology is equally applicable when a PSA scaling model is used instead of 

PSV. The scenario-specific ensemble, without explicit GMPE-compatibility, produces comparable nonlinear 

response statistics with respect to GMPE-compatible ensemble corresponding to lower probability of 

exceedance. Hence, in such cases the explicit GMPE-compatibility may be avoided. Nevertheless, the current 

study will provide GMPE-compatible ground motions for direct statistical estimation of any nonlinear response.  

The attenuation models proposed or used in the present study are kept simple but viable in order to 

demonstrate various aspects of the proposed methodologies of ground motion simulation. Further, the conclusion 

on avoidance of GMPE-compatibility may differ if the PSV scaling model is developed using different 

functional form or data than what is used for developing the scaling model of energy arrival. 
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