Simulation-based probabilistic tsunami hazard analysis for near-field seismic sources: application to the Tohoku region, Japan.
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Abstract

Probabilistic tsunami hazard analysis is the fundamental prerequisite for rigorous risk assessment and thus for decision-making regarding mitigation strategies. The analysis involves numerous uncertain parameters that are related to geophysical processes (e.g. slip rate, slip distribution, and dip), potential sea conditions (e.g. tidal level), and inundation processes (e.g. roughness and topography). A comprehensive treatment of these uncertainties is challenging due to the lack of high-resolution/accuracy data and the great computational effort involved in tsunami simulation.

A simulation-based procedure to estimate the likelihood that tsunami inundation at particular location will exceed a given level, within a certain period of time, is presented. Key features of existing hazard assessment methodologies, such as worst-case scenario, sensitivity analysis, and probabilistic hazard analysis, are combined to develop a new procedure for probabilistic tsunami hazard assessment for near-field seismic sources. To reduce the computational efforts and to focus on the methodological aspect, only a specific seismogenic context, i.e. near-field sources in the Tohoku region of Japan, is taken into account. Nevertheless, the procedure can be extended to consider all possible sources of interest for the Tohoku region and can be applied to other subduction zones. Furthermore, only geophysical uncertainty is considered herein; notwithstanding such limitations, the simulation-based procedure facilitates the implementation of all other sources of uncertainties in a straightforward manner.

After the selection of a tsunami occurrence model, the first step of the procedure is the definition of a magnitude-frequency distribution of major tsunami events; this function is then used to calculate the annual rate of exceedance of major tsunami events. For a given value of earthquake magnitude, size and geometry of the rupture area are determined using new empirical scaling relationships, bespoke for subduction areas. In this step, both aleatory and epistemic uncertainties of model parameters (i.e. position, length, width, strike, and dip) can be incorporated based on the probabilistic information available in the literature. In particular, multiple realizations of possible earthquake slip distributions are generated using a spectral synthesis method. The incorporation of the stochastic slip models in probabilistic tsunami hazard analysis is novel with respect to the previous studies; conventionally, slip distributions within a fault rupture plane are considered as uniform or randomly distributed (without realistic spatial distribution of the slip).

Subsequently, for each generated slip distribution, the seafloor vertical displacement is calculated using analytical formulae and tsunami simulation is performed by solving nonlinear shallow water equations. By repeating the above procedure for numerous tsunami scenarios, the empirical distribution of the maximum wave heights and velocities (i.e. intensity measures) can be obtained for rigorous tsunami hazard analysis. The minimum number of simulations required to obtain stable estimates of tsunami intensity measures, especially the higher percentiles, is investigated through a statistical bootstrap analysis.

The site-specific tsunami hazard curve can be derived by integrating the annual occurrence rates of the tsunami events and their inundation results. The results are particularly useful for tsunami hazard mapping purposes and the developed framework can be further extended to probabilistic tsunami risk analysis using tsunami fragility models.
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1. Introduction

Tsunamis are catastrophic events triggered by different potential natural causes, such as seismic events, volcanic eruptions, submarine landslides, and asteroid/meteorite impacts. In the last two and a half centuries, more than 2500 major tsunami events occurred around the world [1], and submarine earthquakes triggered more than half of those events. Therefore, in this study, tsunami events generated by seismic events are focused on. To evaluate the performance of critical facilities and urban infrastructure and to develop viable risk mitigation strategies against large tsunamis, rigorous probabilistic hazard analysis is essential. Moreover, enhancing preparedness and resilience against future tsunami disasters is critical for sustainable development of coastal areas.

There are mainly three methodologies for tsunami hazard assessment in the literature [2]: (a) probabilistic tsunami hazard analysis (PTHA), (b) worst-case scenario approach, typically a deterministic method used for the development of practical emergency management products, such as evacuation maps and coastal infrastructure design [3], and (c) sensitivity analysis, where the most influential model parameters are identified [4,5]. The existing PTHA can be classified into three categories. In the first category, PTHA is conducted by using tsunami catalogs [6-8], whereas in the second category, different “scenario-based” PTHA methods are suggested [9-11]. In the third category, a combination of the two previous categories is considered [12]. PTHA has many common features with probabilistic seismic hazard analysis (PSHA, [13]). Nevertheless, prior to the 2004 Sumatra event only several studies treated the tsunami hazard probabilistically [14-17]. After that event, the number of probabilistic tsunami hazard studies has increased rapidly [18-22], facilitated by the availability of simulation codes and computational resources.

This study presents a new PTHA methodology for near-field seismic sources. This methodology focuses on the near-sources in order to reduce the computational effort; however, it can be extended to consider all possible sources in the area and can be applied to other subduction zones. The proposed methodology overcomes some of the previous limitations, such as inappropriate scaling relationships of source parameters, unrealistic slip distributions, subjective weights of the logic-tree branches, and simplified inundation models. The first step is to define a tsunami occurrence model. In this study, a classical Poisson model is adopted. Assuming a Poissonian arrival time process, the probability of occurrence of a tsunami with specific characteristics in a given time window depends on the mean annual occurrence rate alone. Then, a magnitude-frequency distribution of major seismic events that may trigger tsunamis is defined. For discrete values of magnitude (i.e. 7.5, 7.75, 8.0, 8.25, 8.5, 8.75, and 9.0), it is possible to determine the characteristics of the rupture geometry and slip distribution using empirical scaling relationships of earthquake source parameters for subduction zones. The source parameters considered include fault length and width, mean and maximum slip, the Hurst number, and the correlation lengths along dip and strike. Therefore, for each value of magnitude, multiple realizations of possible earthquake slip distribution can be generated by adopting the von Kármán model as wavenumber spectrum [23].

For stochastic tsunami simulation, the subduction plane is discretized into sub-faults of 10-km by 10-km, and for each sub-fault, the seafloor displacement corresponding to 1 m of slip is calculated using analytical equations by Okada [24] and Tanioka and Satake [25]. For each simulated earthquake slip (i.e. event), the overall seafloor displacement field is estimated by scaling and summing the seafloor deformation fields of all individual sub-faults that make up the event. For each slip distribution, the tsunami simulation is performed by solving non-linear shallow water equations [26]. By repeating the simulation a sufficient number of times, samples of maximum tsunami wave heights and velocities at a location of interest can be obtained for each magnitude. The sufficient number of simulations for a specific value of magnitude is investigated through a bootstrap procedure. For each magnitude, the results obtained from the simulations are used to build the empirical complementary cumulative density function (CCDF), representing the conditional probability of reaching or exceeding a given intensity measure value. Such an empirical CCDF is obtained as the Kaplan-Meier estimator [27], for which the variance can be calculated through the Greenwood’s formula [28], and therefore a confidence interval around the central estimate can be obtained.

The site-specific tsunami hazard curve can be derived by integrating the tsunami simulation results and the magnitude-frequency distribution for the discrete values of magnitude, and multiplying the result by the occurrence rate of earthquakes from the subduction fault. The result will be a triplet of empirical CCDFs (central
estimate and confidence interval curves) representing the mean annual rate of exceedance of a given value of tsunami hazard parameter. To demonstrate the developed methodology, the procedure is applied to the Tohoku region, Japan, where the subduction fault plane is well defined from previous studies [5] and information on regional seismicity is available. Specifically, the hazard for a point located on the coastline of the City of Sendai, Miyagi Prefecture, is calculated.

2. Methodology

Let $IM$ represent the tsunami intensity measure of interest, such as inundation height ($h$) or flow velocity ($v$); assuming a Poissonian arrival time process, the probability to observe the first occurrence of a tsunami having intensity value equal or greater than the specific value $im$ in $t$ years is:

$$P(IM \geq im \mid t) = 1 - \exp[-\lambda(IM \geq im) \cdot t]$$

(1)

where $\lambda(IM \geq im)$ is the mean annual rate at which the tsunami intensity measure $IM$ will exceed the specific value $im$, at a given location. In analogy to the methodology by Parsons and Geist [21] for the probabilistic assessment of tsunami run-up, the rate $\lambda(IM \geq im)$ can be described as a filtered Poisson process:

$$\lambda(IM \geq im) = \lambda(M_W \geq M_{W, \text{min}}) \cdot \int P(IM \geq im \mid \theta) \cdot S(\theta \mid M_W) \cdot f(M_W) \cdot dM_W$$

(2)

where $\lambda(M_W \geq M_{W, \text{min}})$ is the mean annual rate of occurrence of the seismic event triggering a tsunami with magnitude greater than the minimum magnitude considered in the magnitude-frequency distribution for the zone analyzed. $P(IM \geq im \mid \theta)$ is the probability that the tsunami intensity measure $IM$ will exceed a prescribed value $im$ at a given coastal location for a given set of tsunami source parameters $\theta$. The term $S(\theta \mid M_W)$ represents the functional distribution of the uncertain source parameters conditioned on the earthquake magnitude. Finally, $f(M_W)$ is the magnitude-frequency distribution.

Fig. 1 shows a graphical representation of the proposed methodology. Five phases are defined: (i) definition of input data (i.e. magnitude-frequency distribution, fault model, and scaling relationships), (ii) stochastic source model generation, (iii) tsunami modeling, (iv) statistical analysis of simulated tsunami results, and (v) final convolution. Descriptions for each of these phases are presented in the following.

2.1 Magnitude-frequency distribution

In this study, a truncated Gutenberg-Richter relationship [29] is adopted, considering the interval of magnitude [7.375÷9.125]. For the analyzed Tohoku case study, a $b$-value equal to 0.9 [30] is adopted. The minimum magnitude value is chosen, since small-to-moderate earthquakes rarely generate significant tsunamis and their contribution to the tsunami hazard is negligible [18]. Fig. 1 (panel a) shows the case specific magnitude-frequency distribution (red line) that is also compared with the classical Gutenberg-Richter curve (black line) and with the tapered Gutenberg-Richter (blue line). For the simulation, it is convenient to convert the continuous distribution of magnitudes into a discrete set of magnitudes. A discretization interval of 0.25 is adopted, and therefore seven values of moment magnitude are analyzed (i.e. 7.5, 7.75, 8.0, 8.25, 8.5, 8.75, and 9.0). Fig. 1 (panel a) also shows the conditional probabilities of occurrence of these discrete magnitudes.
Fig. 1 – Computational framework for the PTHA
2.2 Fault model

A Tohoku-type fault is analyzed with an extension of 650 km along the strike and 250 km along the dip (panel b in Fig. 1); this is the extended fault plane of the source model by Satake et al. [31]. The fault model can accommodate a $M_W$9-class earthquake, consistent with the maximum magnitude adopted for the magnitude-frequency distribution. The stochastic synthesis of simulated seismic events requires a discretization into many sub-faults, therefore a 10-km mesh with variable dip is generated based on Satake et al. [31]. Such discretization allows modeling accurately the slip distribution corresponding to a $M_W$7.5 seismic event (i.e. the smallest central discrete value of moment magnitude), involving at least 5 by 5 sub-faults.

Once the major area containing all possible rupture scenarios is defined, the mean annual rate of occurrence of earthquakes with magnitude greater than or equal to 7.375 falling in that area can be calculated. In order to perform such a calculation, the NEIC earthquake catalog\(^1\) is used. Fig. 2 (a) shows the events reported in the database that fall in the considered major rupture area, recorded in the period 1976-2012, having a depth varying between 0 km and 60 km, and considering a magnitude range between 5 and 9. The rate estimate $\lambda(M_W \geq 7.375)$ is equal to 0.183.

![Fig. 2 – (a) NEIC catalog, and (b) magnitude-frequency representation.](image)

2.3 Scaling relationships of earthquake source parameters and stochastic source models

A certain number of stochastic source models is simulated (panel d in Fig. 1) to take into account aleatory uncertainties related to the rupture process. The simulation procedure is based on the spectral synthesis method [5, 32], characterizing the earthquake slip distribution by wavenumber spectra [23]. Herein, scaling relationships that evaluate the source parameters (e.g. rupture size and spectral characteristics of the rupture) are used for stochastic tsunami simulation as a function of moment magnitude. Such scaling relationships are obtained on the basis of 226 inverted source models in the SRCMOD database [33]. The details of the adopted models can be found in Goda et al. [34]. It is important to emphasize that a correlation structure among the source parameters is also considered.

2.4 Tsunami modeling

For each stochastic event, the maximum inundation intensity measure for a specific location is computed (panel e in Fig. 1). The initial water surface elevation for an earthquake slip model is evaluated using analytical formulae for elastic dislocation by Okada [24] together with the equation by Tanioka and Satake [25]. The latter is to take into account the effects of horizontal movements of steep seafloor on the vertical water dislocation. To optimize the seafloor dislocation computation, the seafloor displacement field induced by a unity slip for each sub-fault is computed in advance. Then to obtain the effects of the ith slip distribution, each displacement field is scaled and summed to reflect the ith simulated event.

Tsunami modeling is then carried out using a well-tested numerical code of Goto et al. [26] that is capable of generating offshore tsunami propagation and inundation profiles by evaluating non-linear shallow water equations with run-up using a leapfrog staggered-grid finite difference scheme. The run-up calculation is based on a moving boundary approach, where a dry/wet condition of a computational cell is determined based on total water depth relative to its elevation. The numerical tsunami calculation is performed for 2 hours which is sufficient to model the most critical phases of tsunami waves. The integration time step is determined by satisfying the C.F.L. condition; it depends on the bathymetry/elevation data and their grid sizes and is typically between 0.1 s and 0.5 s. Through this code, it is possible to obtain the maximum tsunami intensity measures of interest (i.e. tsunami height, tsunami velocity, etc.) for one or more specific locations along the coast. The results can also be used to evaluate aggregate tsunami hazard parameters, such as inundation areas above a certain depth.

A complete dataset of bathymetry/elevation, coastal/riverside structures (e.g. breakwater and levees), and surface roughness is obtained from the Miyagi prefectural government. The data are provided in the form of nested grids (1350-m – 450-m – 150-m – 50-m), covering the geographical regions of Tohoku. The ocean-floor topography data are based on the 1:50,000 bathymetric charts and JTOPO30 database developed by the Japan Hydrographic Association and based on the nautical charts developed by the Japan Coastal Guard. The tidal fluctuation is not taken into account in this study. The elevation data of the coastal/riverside structures are primarily provided by municipalities. In the tsunami simulation, the coastal/riverside structures are represented by a vertical wall at one or two sides of the computational cells. To evaluate the volume of water that overpasses these walls, Honma’s overflowing formulae are employed. In the tsunami simulation, the bottom friction is evaluated using Manning’s formula. The Manning’s coefficients are assigned to computational cells based on national land use data in Japan: 0.02 m$^{-1/3}$s for agricultural land, 0.025 m$^{-1/3}$s for ocean/water, 0.03 m$^{-1/3}$s for forest vegetation, 0.04 m$^{-1/3}$s for low-density residential areas, 0.06 m$^{-1/3}$s for moderate-density residential areas, and 0.08 m$^{-1/3}$s for high-density residential areas.

2.5 Empirical representation of the tsunami simulation results

For each value of magnitude, the simulations are used to build the term $P(IM\geq im|M_\text{w})$ for the locations of interest. Such probability is represented by the empirical CCDF of the resulting empirical $IM$ (panel f in Fig. 1). Specifically, the empirical $IM$ is represented as the Kaplan-Meier estimator [27], being the hazard central estimate. In addition, a confidence interval around the central estimate can be represented, calculating the variance of the empirical data through the Greenwood’s formula [28]. In this study, the 95% confidence interval is considered.

2.6 Hazard assessment

The empirical curves obtained in the previous step for each magnitude are then multiplied by the probability corresponding to the related magnitude, and eventually are summed up (panel g in Fig. 1). Also in this phase, three curves are obtained, one corresponding to the central value and two for the confidence interval. The final hazard curves, representing the mean annual rate of occurrence of a specific value of tsunami intensity measure, are obtained by multiplying the previous three functions by the rate of occurrence of events with magnitudes greater than the minimum magnitude considered in the magnitude-frequency distribution.
3. Results

Two main results are presented: (a) the minimum number of simulations in order to obtain a reliable assessment of the intensity measure of interest, and (b) the hazard curve for Sendai (see the star symbol in panel e of Fig. 1) obtained using the proposed methodology.

3.1 Effects of the number of simulations

A short or incomplete empirical record leads to biased estimation of the hazard parameters, especially when conventional statistical methods are used [35]. To understand the effect of the number of simulations on the final hazard estimation, a bootstrap procedure is carried out. In general, bootstrap is performed by randomly sampling, through a Monte Carlo simulation, i.e. $m$ values from the original sample containing $n$ elements (with $m \leq n$). This provides a pool of different samples of independent and identically distributed random variables with the distribution function equal to the empirical distribution function of the original sample. For each generated sample, an estimate of the parameter of interest (e.g. mean, median, and different percentiles) is then computed. The ensemble of such estimates can be used to identify the uncertainty in the parameter value.

Fig. 3 shows five percentiles (i.e. 5th, 25th, 50th, 75th, and 95th) of the wave height calculated at the Sendai coast for different magnitude values (i.e. 7.5, 8.0, 8.5, and 9.0) as a function of the number of simulations. The analysis is carried out considering a fixed original sample of $n = 500$ simulations. The bootstrap procedure is then applied considering the number of simulations $m$ varying between 1 and 500; for each trial number of simulations $m$, 1000 Monte Carlo samples are realized. The curves are then obtained as the mean value of such simulations. The results show that the central estimates (i.e. the 50th percentile, represented with the black line) is stable after 100 simulations for all the considered magnitude values. To obtain stable high percentiles, a larger number of simulations are needed (the red dotted line in Fig. 3). In particular, 300 simulations are necessary for $M_w$ 7.5, 250 simulations for $M_w$ 8.0, and 200 simulations for $M_w$ 8.5 and $M_w$ 9.0. Such a decreasing trend with the magnitude is consistent with the physical process: when the magnitude is relatively small, the rupture area can move more freely over the fault plane (see panel d in Fig. 1), increasing the variability on the inundation intensity measures. In turn, when the magnitude is large, the fluctuation of the rupture area is more constrained (i.e. the major slip area tends to occupy the entire subduction plane).

![Fig. 3 – Wave height percentiles for different values of magnitude as a function of the number of simulations](image-url)
3.2 Tsunami hazard curves

For each value of seven magnitudes (i.e. 7.5, 7.75, 8.0, 8.25, 8.5, 8.75, and 9.0), 300 sets of the tsunami source parameters $\theta$ are generated using the scaling relationships by Goda et al. [34]. Fig. 4 shows, as an example, the scaling relationships for the rupture length and width (Fig. 4 (a) and (b)), and for mean and maximum slip (Fig. 4 (c) and (d)). On the same plots, simulated data (green dots) and associated statistics (colored circles) are also shown. Simulated data are in agreement with the source parameter distributions (i.e. green dots are well clustered within the confidence interval of the scaling models). Magnitude values of the simulated data are not perfectly aligned at the seven discrete values; in fact, the simulation algorithm allows a tolerance band of $\pm 0.05$ around each magnitude value.

![Fig. 4](image)

**Fig. 4 – Scaling relationships for the (a) rupture length, (b) rupture width, (c) mean slip, and (d) maximum slip. The simulated values (green dots) and the corresponding percentiles (colored circles) are also shown.**

Then, for each discrete magnitude value, 300 tsunami simulations are performed. The empirical CCDFs in terms of tsunami wave height for Sendai are presented in Fig. 5 (a) for all the magnitude values analyzed. Fig. 5 (b) shows the same curves, weighted by the probability values obtained from the discretized Gutenberg-Richter relationship. As shown in the panel g of Fig. 1, the summation of the curves presented in Fig. 5 (b), multiplied by $\lambda(M_{W} \geq 7.375) = 0.183$ (Fig. 2), leads to the final hazard curves (Fig. 6).
4. Discussion and Conclusions

A new simulation-based procedure to probabilistically calculate the tsunami hazard for a specific location is presented. The simulation framework allows implementing all potential sources of uncertainties, both epistemic and aleatory. The slip distribution on the fault plane was characterized in detail since it represents the major source of uncertainty. To generate a wide range of earthquake sources, a new generation of scaling relationships specific to subduction zones was used to characterize the tsunami source parameters. For each of seven magnitude values, multiple realizations of possible earthquake slip distribution were generated. The procedure was applied to the Tohoku region, Japan, and a single point located on the coastline of Sendai is considered. For each value of magnitude, 300 tsunami simulations have been performed. The empirical data obtained from the simulations are then used to calculate the empirical CCDF of the tsunami wave height and its confidence interval. Such curves are then combined together with the magnitude-frequency distribution and are summed up in order to obtain the final triplets of hazard curves: one representative of the central estimate and the others corresponding to the 95% confidence interval.
Based on the analysis results, the following conclusions can be drawn:

(a) 300 simulations are sufficient to obtain a reliable and stable representation of the tsunami hazard parameter at a single location, both in terms of central estimates and high percentiles.

(b) For the same number of simulations, passing from small magnitude to large magnitude, there is a reduction of dispersion of the empirical results. That implies a reduction of the confidence interval as well. This is due to the greater variability of the physical earthquake rupture processes for smaller values of magnitude.

(c) The steep slope of the final hazard curve for wave height greater than 10 m (Fig. 6) is the direct consequence of the less variability of tsunami inundation for large values of magnitude.

(d) The confidence interval around the final hazard curves is very tight around the central estimate.

The proposed probabilistic method allows treating all uncertainties involved in the examined natural phenomena. Moreover, the modular structure of the proposed procedure facilitates the extension of the methodology by including the seismic hazard analysis in parallel with the tsunami hazard analysis (but starting from the same earthquake source information). In fact, this work has been extended to a new probabilistic earthquake-tsunami multi-hazard analysis [36].
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